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Introduction : ((‘
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» With continued digitization, various cyber physical
systems (CPSs) are deployed

» A CPS contains multiple sensors producing a
collection of time series which might exhibit strong
spatial and temporal correlations

» Accurate forecasting of time series helps:

> revealing holistic system
> identifying trends

> predicting future behavior
» detecting outlier
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Introduction ((‘}

Accurate time series forecasting relies on models that are
able to capture temporal dynamics and correlations
among different entities

» Temporal dynamics is important because the
attributes of entities, e.g., travel speeds and traffic
flows of roads, change over time and historical
attributes influence future attributes

» Entities often interact with each other, such as traffic
at different roads influencing each other
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Our Goal ((‘

Our goal is to capture distinct temporal dynamics for
different entities and dynamic entity correlations
across time, so that forecasting accuracy is improved
while model parameters to be learned are reduced.
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» When dealing with sequential data it is important to
capture its temporal dynamics

» Most of the the proposed models falls into 2 families

» Recurrent Neural Networks (RNN)
» Temporal Convolutional Networks (TCN)

Capturing Temporal Correlations (((\
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Recurrent Neural Networks ((‘ 5

» RNNSs are called recurrent because they perform the
same task for every element of a sequence, with the
output being depended on the previous computations

» The idea behind RNNs is to make use of sequential

information
ht—H wht—HH whr—H+2 ht—l wht
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Temporal Convolutional Networks ((‘ 7

» A TCN is a hierarchical model that consists of multiple
layers of dilated causal convolutions

» It is more computational efficient when compared with
RNN
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Limitations of the current methods ((‘

» The proposed methods can not capture distinct
temporal dynamics, instead they use the same filters
to model all the entities which might lead to
overgeneralization

» One naive way of solving the problem is to have a
separate model for each node individually

» High number of parameters will lead to memory problems
> It will be computationally expensive and might overfit
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Dynamic Filter Generation Network

(DFGN)

» We propose assigning each node a trainable
memory

» Afterwards we can use a neural network to generate
node specific filters for RNN/TCN given its memory
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Dynamic Filter Generation Integration
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Capturing Spatial Correlations ((‘}

» Capturing correlations among time series of different
entities is essential to ensure forecasting accuracy

» Existing studies model relationships among the
entities as a graph, where a vertex represents an
entity and an edge represents some relationship
between two entities

» For example, two entities are connected by an edge if
their distance is smaller than a threshold
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Graph Convolution ((‘}

» Graph convolution (GC) is a powerful operation where
the model learns the features by inspecting
neighboring nodes

» Different variations of graph convolution exist, such as
graph convolution, diffusion convolution, and spectral
graph convolution but they all follow the same
principle:

Z = S+ X, = Ax,S (1)
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Limitations of the current methods ((‘}

The adjacency matrix derived from distances is
sub-optimal because:
» it utilize a static adjacency matrix failing to capture
time-varying correlations

» it is data-dependent, and thus incapable to capture,
for example, correlations between entities that are far
away but still show correlations
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Dynamic Adjacency Matrix Generation ((‘}

Network

To address the previous limitations, we propose Dynamic
Adjacency Matrix Generation Network (DAMGN) to
generate dynamic and adaptive adjacency matrices

» it is dynamic since unique adjacency matrices at
different timestamps are generated

» it is adaptive since the adjacency matrices are derived
from the input time series, which may potential
capture any correlations, but not just based on, e.g.,
distances
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Dynamic Adjacency Matrix Generation ((‘}

Network
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A is the distance based matrix
Generating B:

» |s intended to capture hidden correlations among
different entities, which cannot be captured by, e.g.,
distance based adjacency matrix

B = Softmax(ReLU(BB})) )
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Dynamic Adjacency Matrix Generation ((‘}

Network
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Generating C:

» C represents a time-specific adjacency matrix, which
aims at capturing correlations among entities at a
specific timestamp.

' ‘ H(X(f))T¢(x(j))
SN () () N
C[’?.I] - f(xi 7xt ) - N (Xy))Ttﬁ(ng)) :
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Dynamic Adjacency Matrix Generation ((‘}

Network

When combining the three adjacency matrices we used a
weighted sum, where each adjacency matrix has its own
parameter )\ that controls its contribution to the final
adjacency matrix.

Z = S g X; = (MA + \gB + \cC)x/S (4)
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Dynamic Adjacency Matrix Generation ((‘}

Network Integration

Integration with GRU Integration with TCN

r = O'(Wr *g Xt + U, *G ht_1)
u; = O’(Wu *g Xt + Uu *g ht71) hf = W*g TCN(X) (5)

ht = (Wh *g Xt + Uh *G (rt ® ht_1)).
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BEIEEES

We utilize 3 data sets from two different domains:

» EB includes 182 traffic sensors in the East Bay area.
It covers 3 months and every 5 minutes we have an
average speed reading from each sensor.

» LA includes 207 traffic sensors across Los Angeles
County highways. It covers 4 months and every 5
minutes we get 2 attributes: an average speed and
information on time and date.

» US includes 36 meteorological stations in the United
States, covering 5 years. Every hour we get 6
attributes: temperature, humidity, pressure, wind
direction, wind speed, and weather description.
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Experimental setup

» The three datasets are split chronologically into 3
partitions— 70% for training, 10% for validation, and
20% for testing.

» We consider a commonly used setting where we use
recent 12 timestamps as input to predict the next 12
timestamps.

» We used a Gaussian kernel when constructing the

. . H v )2
adjacency matrix: A;j = exp — 221"
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Experimental setup

We design 3 types of experiments:

» We assess the efficiency of the DFGN by comparing
the base models vs the enhanced ones (D)

» We assess the efficiency of the DAMG by comparing
the base models vs the enhanced ones (DA)

» We assess the efficiency of both components (D-DA)
when compared with other baselines such as:
ARIMA, STGCN, DCRNN and Graph WaveNet
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Results: Accuracy enhancement on RNN ((‘

and TCN °R6 g

- | 3" timestamp | 6" timestamp | 12'" timestamp | i}

‘ Data | Models | —prp—3APE  RWMSE | MAE MAPE RVMSE | MAE MAPE RMSE | ' ™%
RNN | 334 667 632 | 403 848 790 | 517 1141 1007 73k

Ep | D-RNN | 328 652 618 | 390 820 762 | 483 1076 944 49k
TCN | 337 665 508 | 405 831 032 | 512 1143 1110 | 27k

p-Tcu | 330 645 778 | 389 805 891 | 476 1041 1043 | 100k

RNN | 303 809 598 | 360 1046 748 | 469 1413 935 75K

Lo | D-Raw | 289 779 573 | 336 970 694 | 390 1203 824 49K
g Tow | 208 791 589 | 358 1008 727 | 443 136l 895 | 247k
p-Tcy | 285 759 567 | 329 937 682 | 379 1141 802 | 103k

RNN | 125 043 L83 | 191 066 265 | 211 03 289 75k

us | D-R | 125 D43 I3 | 190 065 265 | 214 074 295 32k
: TN [ LI5 040 167 | L78 062 247 | 207 072 284 | 247k
p-Tcw | 112 039 163 [ L70 059 237 | 199 0.69 275 | 104k

TABLE I: Effect of DFGN on capturing distinct temporal dynamics.
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Results:  Accuracy enhancement on ‘(

GRNN and GTCN

3" timestamp 67" timestamn 12" timestam
| Data | Models I MAE MAPE — RWSE l[ MAE VAPE — RUSE I MAE MAPE RWSE ]l # Para
330 64l 596 | 368 775 7111 | 435 042 852 371k
317 634 588 | 359 757 694 [ 415 896 815 167k
307 610 570 | 346 TU4 671 [ 395 83 777 378k
B 305 609 567 | 340 702 657 | 383 BIT 753 | 1Tk
35 GI8 746 | 360 44 833 [ 42 886 939 TREK
317 622 747 | 358 737 825 | 415 877 924 252K
310 738 | 350 716 813 | 396 835 896 296k
31 743 [ 345 705 809 | 387 B0y 82 | 195
777 538 | 315 880 645 | 360 1050  7.60 I3
266 S11 | 304 824 61T | 347 993 732 172k
2.67 517 | 306 827 625 | 349 986  7.38 381k
LA 264 507 | 302 $19 612 | 345 985 727 180k
N 521 | 312 846 627 | 339 1020 743 RSk
271 523 | 308 828 627 | 355 996 743 113k
271 512 | 308 844 620 | 353 1006 7.25 207k
2.69 514 | 306 829 619 | 349 996  7.23 261k
0.89 132 | 128 043 184 | 156 054 726k
0.92 136 | 130 045 189 | 157 054 96k
0.88 130 | 124 042 178 | 152 27k
us 088 129 123 042 175 | 150 97k
: 0.90 [33 [ 130 045 186 | 158 773k
0.91 135 | 129 045 185 | 159 11k
0.88 130 | 126 044 180 | 155 273k
0.86 127 | 122 042 174 | 153 156k

TABLE II: Effect of DFGN and DAMGN on capturing distinct temporal dynamics and entity correlations.
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Final Model Results

3rd timestamp

6" timestamp

12% timestamp

Data | Models MAE MAPE RMSE | MAE _MAPE _RMSE | MAE _MAPE _RMSE
608 1165 1075 | 64% 1322 1155 | 661 1381 1087

417 867 783 | 431 908  BI6 | 456 990 870

337 665 808 | 405 851 932 | 512 1143 1L10

B 437 845 1083 | 481 967 1148 | 556 1182 1253
310 605 736 | 347 707 807 | 393  SI8 886

320 641 596 | 368 775 11 | 435 942 8S2

31 614 743 | 345 705 809 | 387 809 882

305 604 567 | 340 705 657 | 383 %17 7153

309 060 82l | 505 1270 1045 | 690 1740 1323

344 960 630 | 377 1090 723 | 437 1320 869

299 804 589 | 350 1025 728 | 445 1362 803

LA 288 762 574 | 347 057 724 | 459 1270 940
A | Graph Wavener | 269 690 SIS | 307 837 622 | 353 1001 737
DCRMM | 277 730 538 | 315 880 645 | 360 1050 759

D-DA-GTCN | 260 693 514 | 306 820 619 | 349 996  7.23

D-Da-GRMN | 264 675 507 | 302 819 612 | 345 985 7.3

702 073 269 | 378 137 434 | 561 205 605

168 058 230 | 184 063 254 | 200 o070 277

115 040 167 | 178 062 247 | 207 072 284

us 174 060 231 | 194 068 258 | 203 071 269
087 031 138 | 123 043 176 | 154 055 2190

089 030 132 | 128 044 184 | 156 054 222

086 030 127 | 122 042 174 | 153 053 215

D-Da-GRNN | 088 030 129 | 123 042 175 | 150 052 213

TABLE III: Comparison with baselines and state-of-the-art methods.
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Runtime ((‘
'75 ul\‘t
Models EB LA L

Ti{s) P (ms) Ti) PFims) | Tis) P (ms)
RMN 174 0.31 255 0.35 259 0.29
D-ENN 248 0.31 36.1 0.33 34.6 0.29
TCN 218 0.33 336 0.16 14.4 0.28
D-TCH 76.7 0.23 108.7 0.27 46.1 0.23
GRNN 544 1.31 BH.1 1.59 A50.2 0.60
D-GRNN 744 0.95 1157 1.18 59.1 0.57
DA-GRNN 66.0 1.35 106.9 1.51 50.8 0.60
D-DA-GRNN B2.6 0.90 129.5 1.10 60.5 0.52
GTCN 208 0.25 459 0.29 17.6 0,18
D-GTCN 7.7 0.27 131.3 0.33 50.3 0,19
DA-GTCH 347 0.27 536 0.32 19.6 0.19
D-DA-GTCN 85.0 0.29 129.6 0.32 51.7 0.20
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No correlation
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(a) Matrix A.
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(c) Matrix C at two different timestamps.
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Conclusion

» We present a framework with two plugin networks
Distinct Filter Generation Network and Dynamic
Adjacency Matrix Generation Network, which can be
employed to enhance the accuracy of many time
series forecasting models.

» The two plugin networks are able to capture distinct
temporal dynamics among entities and dynamic entity
correlations, which existing models fail to explore.

» The two plugin networks are also able to reduce the
total number of parameters.
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